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QUKNT'NICATION THEORY WITHOUT MULTIPLE OCCURRENCE- SETS OF VARJABLES#

’ R. B. Angell

Formation rules for quantification theory customarily sanction, as well-
formed, formulae in which two or more quantifiers contain the same variable;
most systems also perwit a variable to occur free in some occurrences and
bound in others. This paper shows the possibility of aycztacf.ical systems
adequate for quantification theory in which wffs cannot contain the same
variable in more than one quantifier or both bound and free. We construct a
system of this sort, show it consistent and complete relstive to Quine's
quantification theory, aud discuss triefly some consequences and possible
extensions of il:@ techniques used.

By an "occurrence-set of ck in #", where ¥ is a quantificational formmla
and O\ is any variable which occurs in @, we mean either 1) “1:: set of all

if such there be

occurrences of % which are free in J,aor i1) L: set of all occurrences of
® bound to some one guantifier in § (including the occurrence in the quantifier).
Thus the number of occurrence-sets of anyh in ¥ will be equal to the number
of occurrences of TEAY 4n @, plus 1 if O also occurs free in #. We are in-
terested here in syntactical systems for quantification theery which would
not contain any wffs which had mltiple (more than one) occurrence-sets of

any variable.

Quine’s quantification theory, hereafter called Ql, permits variables
to occur both free and in any number of Quantifiers in a given wff.([1],81L).
Below we contrast the metalogical base of Q1 with that of Q2, a modification

of Quine®s theory which excludes multiple occurrence-sets of any variable in
its wffs. Both are subject to the same metalogical standard interpretations, and both

#Based on paper presented to Association for Symbolic Logic, April 29, 1965,
Chicago, Illinois, U.S.A,
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follow “Juine's mstaliinguistic distinctions except for 1) explicit differences
indicated by rules of formations and definitions below, 2) the introduction of

a new symbol,*S!, the accent, and 3) a broadened definition of ‘tautology’.

Q1 PRIMITIVES Q2 PRIMITIVE3
Parentheses: ) {
Stroke:

Epsilon(uninterpreted):s € Same as in Q1
Variables (in "alphabetic order®): |

xysw x'y ¥ owit x?,,,
Quanti_fiert 7(s)? (whereelis a variable)

Q1 FORMATION RULES G2 FORMATION RULES
TQITFI.TIF K and A ure variables,then Q2-FI. Same as in Q1
W eB)% is a formla.

Q1-F2. If ¥ 4s 8 formula, then Q2-F2. If “p is g formula, then
f'( )P 1is a formila. ¥ is a formula.
Q1-F3. Ir # and ¥ sre formulae, then Q2-F3, Ir !ﬁ and g’are formmlae, then
(P Y¥)* is a formla. is a formln.

Q1-Fi. Ql-formlae are all and only those Q2-Fh. Q2- formlle are all and anly

ovtainable by Q1-F1 through Q1-¥k.F3 those obtainable by 2-FR
through Q2-Fk. F3.
Q1 MFIMTIOBS DEFINITIONS
T Q1-D1, PR for V(g 2 q2-Di. g for THA D
Q1-D2, %( ‘F)‘“ for Tl@i~MH" Q2-D2. Same as in Ql.
Q1-D3. T (FV¥)? for r~(p@w}‘* Q2-D3. Same as in Ql.
Q1-Dh. M{(ZaWht for TinpV Y Q2-D);. Same as in Ql.
Q1-D5. M(@F=9" for f((ysc? NUFT DL Q2-05. TP=WT for T((F29).(¢¥o #)' D
Q1-D6. (AT Lor T((F ‘e”),ﬁ,)“ff ete, Q2-D6. Same as in Q1.
Q1-D7. Wm‘ T for T({FVVY ete. Q2-D7. Same as_in Q1.
Q1-D8, 7 (FAF vV for Teef (L) ~dY® Q2-D8. Same as in Wi.
Q1 INTTIAL METATHEOREMS Q2 INITIAL METATHEOREMS
Q1-#100. If ¥ is tautologous, @, QZ2-%100. I* P is tautolo ¢
Q14101 FF((0) (#o9) 2. (W) S{@)$T  Qz-xlon. F1(0)> R > (@)™
Qi-#102, I g. éﬂ tz;t);ﬁfree in 8, Q2-#102. FAjI> (NF™
- <
Q1-#103, If @' 48 1ike £ except for Q2-¥103. F(\)Fo g™

containing free occurrences of
e\ wherever @ contains free
occurrences of ,FT()@> g7
Quesl0L. If TP W)% and ¢ are theorems,  Q2-#10L. 3ans as im Ql.
80 is

The only devistion in §1 from Quine is the harmless <')ne, inQ1-F2, of enclosing
primitive quantifications in parentheses; this makes possible in Q2 a distinction
hetween an accent applied to 2 metrix (28 in Q2-#10?2) and an accent applied to

a whole gueatification (ag in 92-#101).1It 4is ignored elswwhere. We shall now

axplain the differsuces between Q1 snd Q2 and the reasons for them,
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Most of the differences between Q1 and Q2 are conveyed by the metalogical

use of accents. The accent is interpreted as follows:

(...8 ...)% means " any expression, X, just like T(...#...)? except that
ir gy contains anyeh which has more than one occurrence-set
in 7...6...)7, then the occurrence-sets of o in ¥ are
re-letiered, beginning with bound sets, so that no
variasbles in @ have more than one occurrence-set in X ."

Accents ocour only in quasi-quotations and may apply to parenthesized components
as well as to metalogical veriables for formulae.

Q2-Formation Rules. Since Q2 Formation Rules differ from Q1 Formation Rules

only in the occurrence of acceuts in T((RF )7 in Q2-F2 and in AFLY)'? in Q2-F3,

##] All expressions which are Q2-formmlae are also Ql-formulae.
For, the only sort of difference introduced by accents ococurs by re-lettering,
which preservas foramla-hood 4n Q1.

If § 1s a Q2-formula, the application of Q2-F2 to § yields the same result
as Q1-F2 provided # either contains only free occurrences of o\ or contains no
occurrences of &, If and on)y if & occurs bound in #, creating two or more
occurrence-sets of A in (®P)V , doss the aceent require that those bound
occurrence-sets be re-lettered to het a formula T({NE V. Again, in Q2-F3, given
two Q2-formulae # andy, the application of Q2-F3 to get MENY)YT ylelds the
same result ag Q1-F3 as long as no variable occurs in both ¥ and ¥ and is bound
in one of them. I? ind only if the result Y(FJ¥)Y without the accent would involve
mltiple occurrence-sets, does the accent require & re-lettering. 3ince in both
rules the aceent re-quires re-lettering if and only if multiple occurrence-sets
would otherwise ocour,

#2 Q2-formulse are all and only those Ql-forwmulae without multiple
occcurrence-sets of any variable.

And since, when ra-—cltt.ering occurs, bound occurrence-seis are always re-
lettered first, free variables in ((RNF T or in MAf )™ will not be re-lettered
since, when resched, they will be the sole occurrence-set of the variable involved.

It follows from this, and Quine’s definition of alpbabetic variants (cf. $21[(1]),
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##3 Each application of Q2-F2 or Q2-F3 1o 8 given Q2 formula or pair
of formulae, produces an expression which is either the same as or
an alphabetic variant of the result of applytng Q1-F2 or Q1-F3
to the sawe formula.

And from this it can be shown that
##); Any sequence of applications of rules Q2-F1,Q2-F2 and Q2-F3 will

result either in the same expression or in an slphabetic variant
of the expression produced by a parallel sequence of applications
of rules Q1-F1, Qi-F2 and Q1-F3.

For, the construction of formlae begins in both Q1 and Q2 with the same

rule for atomic forwulae, and alphsbetic variance will be preserved through

pair of steps
each/xkmp of the parallel sequences.

Q2-Abbreviations. In Q2, as in Ql, abbreviations are shorthand and remarks

about thew really apply to correpponding expressions in unabbreviated notation.
Nevertheless the metalogical formulations above meke use of abbreviations, and
because of this,changes in D1 and DS are necessary to preserve the completeness
o‘t:‘system outlined by th&znetatheorem. If, for exemple, T(fF)® were left as the
the definiens of fef" in Q2, the only formulae of Q2 which could be sbbreviated

by negations signs would be quantifier-free formulae, since other expreseions

of that form wonld have multiple occurrence-sets and thus not be Q2-formmlae at

all. Since negation enters in to each of B2 through DB, no abbreviation could
inx abbreviatrany expression containing quantifiers and the existential guantifier
would be meaningless since none of its instances, requiring taro ocomrrences of ()T,
could Y -(2-formulae. Thus %V is defined in Q2 as "(F4#" )? which will replace
multiple ococurrence-sets by alph:betic veriants and permit the negation sign in Q2

to abbreviate all the correlatf::lgg Q2 of what it can abbreviate in Q1. In like
manner, and for somewhat similar reasons, we define M(FZYT in Q2 ay *({FDYP).(\Wo8)" N
in Q2-DS s0 as to include in Q2 swmm alphabatic variants of Q1 biconditionals in
which at least one quantifier occurs in # or q,’ even though they have mo varisble

in common. Further changes are not necessary in Q2 definitions since nuns of the

other sixbontain more than one occurrence of #, ‘}’ or H(N%, The changes above,

together with ##; are sufficient to establish that
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#¥5 Every abbreviated expression of Q2 is either reducible to the
same primitive notation or to an alphabetic variant of the
primitive notation of the corresponding abbreviated expression in Ql.
The reduction of abbreviations to primitive notation in Q2 differs from
that process in Q) in that the presence of quantifiers in the definiendum of
a negation or biconditional will require the intruduction of new variables
in the definiens in order to avoid multiple occurrence sets. This requirement,
however, hes ample precedent iﬁ Quine’s D9,D10 and D12 (abstractéon and identity),

and poses no probléu.
Q2-Metatheorems. The/completeness 4n asistency of Q2 will depend upon

showing, for each metatheorem Q2-#100 through Q2-#103;that a) each axiom under
the given metatheorem is either the same as or an alphabetic variant of a Q1-

(hence
axiom under the corresponding Q1 metatheorem, ®n¥tixaxioms of Q2 are always

theorems of Q1) and b) the theorems of Q1 can be put into 1-1 correspondence
with a class of theorems of Q2.

With respect to Q2-#100, it is necessary to troaden the concept of tautology
if Q2 is to be complete with respect to Q1. Truth-functional tautology in Q1
depends entirely upon having vepetitions of one or mors components in the
tautoloﬁous formula. But if the repeated compouents contained qmutif;ors, as
they often do, then the result would be a non-formmla in Q2 due to multiple
occurrence-sets, and thus many tautologies of Q1 would be without counter-parts
in Q2 and Q2 would be incomplets with respect to Q1. This situation is alleviated
by re-defining tautology by the addition of the stipulation that in any truth-
table all components whth are alphabetic variants of each other wust be assigned
jdentical truth-values in each possible case. Thus,for exswple, the truth-table

for *({x)xex> (y)yey)' becomes

((x)xex 2 (7)%”) ((x)xex 2 (y)yey)
B R | ' rather than
P T ¥ F 7T T
T F F
F T F

This broadeuing of the concept of tautology is unobjectionable since alphabetic
variants are effectively distinguishable within any given formula, and as Quine




says,
Variables, as remarked in (812), serve merely for cross-reference to
various positions of quantification. The partioular choice of letters
whi~h happens to be made, in constructing a statement, is iwmaterial
to the meaning so long s8 the system of cross-feferences remains the
same...[Alphabetic variants] differ from one another only in/Hccidental
detail of notation. If instesd of using variables we were to indicate
the cross-references by the method of curved lines (cf.§12), défferences
of this sort would drop ocut altogether. ([1],pp 109-110)
With the redefinktion of tautology the class of Q2-tautologies 1s broadeded
to include “(FFY )V and MPEF JY, etc., since accented expressions will always
be either the sams ss, or alphabetic variauts of the unaccented expressions
which would be Q1 tautologies. It follows from this and 4 that,
##6 Each Q2 tautology, and thus each axiom in Q2 by Q2-#100, will
be either the same as, or an alphabetic variant of, some axiom
of Q1--#100,
Incidently this change in definition of tautology reuders it unnecessary to
have analogues in Q2 of the Q1 metatheoremm on alphabetic variance,#170 and #171.
The metatheorem Q1#101 would ke meaningless in Q2, as it stands, since
the three occurreé:aa of "()? call for three occurrence-sets of the same variable
and Q2 containa no formulae of that sort. In Q2-#101, sccents are placed on
the scopes of the second and third occurrences of ()7 and it follows that

##7 Each Q2 axiom by Q2-#101 will be an alphabetic variant of some
axiom by Ql-¥101.

For,when ((®)(f D¥)? does not have multiple ocourrence-sets, the accents in
(@) (FOY) D . ((NF)°D ((R) ¥)° )7 merely re-letter the second and third

occurrence-sets of ck, producing an &lphabetic veriant of the corresponding

Ql-axiom; and if '((*)(ﬂ.‘J‘?)).' does contain multiple occurrence-sets, then
it can not be a Q2 formmla or a component in & Q2 formula, and hence this case
will not pertain.

With respect to Q2-#102, it is unnecessary to include the qualifying
phrase which oceurs in Q1, "If & is not free in #,* wmince if oA did ocour free
inf in Tg> (*)@)' there would be two occurrence-sets of o , one in § and one

in the quantifier, and the result would not be a Q2 formula or axiom. Adding
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an accent to the second occurrence of @, as in r(¢3(°‘)f )-', however, makes it
possible to utilize s with any number of distinct quantifiers and to establish,

##8 Each Q2 axiom by Q2-#102 will be either the same as, or an alphabetic
variant of, some axiom in Q1 by Ql-#102,

For, no Q2 axiom will have & free in #, thus that condition is always satisfied.
If # contsins no quantifier, the Q2 axiom by Q2-#102 will be the same as the
Q1 axiom by Q1-#102, If # contains one or more quantifiers without having
multiple ocowrrence-sets, then # is a Q2 formula as well as a Q1 formula, but
mst be re-latﬁmd in a)1 bound occurrences according to the accent in Q2-¥102,
thus the axiom by Q2-#102 will be an alphabetic variant of the axiom by Ql-#102.
If # contains quantifiers with multiple occurrence-sets, it will not be a Q2
formula, no Q2 axiom will result, and thus this case does not pertain.

In Q2-#103 it is unnecessary to prefix the qualiftcation, "If @' is like
# except for contsining free occurrences of o wherever ¢ contains free
occurrences of & , then ...", since the accent assures that any occurrence
of & in # will be re-lettered in #°; indeed, the case of o=a’ can not occur in
Q2-#103, since it wonld entail two occurrence-sets of tre same variable. It
st111 holds, however, that |

0 Each Q2 axiom by Q2-¥103 will be either the !\nme as, or an alphabetic
variant of, some axiom of Q1 by Q1-#103.

For, if § contains no quantifiers and if either Kfaf or § does not comtdin « ,
then ¥ is a Q2 formula, and the resulting Q2 axiom by Q2-#103 is the same

as that which would result by Q1-#203. If § doss contain qusntifiers - other
than ') - but no multiple oocurrence-sets, then # muwt be re-lettered

under the accent and the result of Q2-#103 will be an alphabetic variant of the
result of Q1-#103 with kAt ?. If # contains M) and/or multiple occurrence-
sets of quemidfiyrs varisbles, it will not pertain to #¥9 since it would fail

to be a Q2 formula.

and

The Q2-metatheorems,Q2-#100 through Q2-#103,designate, in effect, four infinite
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clssses of axioms of Q2. Q2-¥10k, which is the same as in Q1, is the sole
primitive rule of inference, modus ponens, by wmeans of which additionmal

theorems are generated from axioms.

II1

From the preceding cousiderations it is easy to establish the counsistency
of Q2 with respsct to Q1. For, every Q2 axiom will be 2 Q1 theorem, since
1) by #6547 448 and 449, each Q2 axiom b Q2-#100,Q2-#101, Q2-#102 or
Q2-4#103, will be either the same as or an alphabstic variant of some Q1 axiom
by Q1-#100, Q1-#101, Q1-#102 or Q1-#103 respectively, and 2) the groups of
axioms sbove exhoust a1l the axioms of Q2, and 3) where any Q2 axiom is an
alphebetic variant of a Q1 axiom, it is easily proved to be a theorem of Q1
by Q1-#171 (on the squivalence of alphdmtic variants), and Q1-#12}. But if
Every Q2 axiom is a Q1 theorem, and the sole rule of inference, modus ponens,

is the same in both systems, then all Q2 theorems - i.s., the ponentials

of Q2 axioms of quantification, together with the punentials of this totality,
and 80 on - will be a sub-class (by the same definition of theorems) of the
clsgg of Q1 theorems. If the class of Q1 theorems @ is consistent, therefore,

the. class of Q2 theorems wmust be cousistent also,

IV

The completensss of Q2 with respect to Q1 is a bit more difficult, It is
proven by showing that the theorems of Q1 can be put into one-to-ons correspandence
with & sub-class of the theorems of Q2. We begin by putting the formulae of Q1
iato 1-1 cox'reapondouco with a sub-class of the formulae of Q2 according to the
following rule:

Rule I: If 4 is any Ql-formmla, fi* is formed from #i by

S it s ety ot o (e s

’

where " an (1,k)th variable in #" means " an oi;ui'z-onco of the 10 varisble

according to alphabetic order in the list of primitives, in its kth oocurrence-
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set in #* and the k¥ coourrence-set of » in § s either the coccurrence-set
bound to the kB oscurrence of *(<)* (reading left to right) if < does not oocur
free in #, or else the occurrence-sst boud to the k‘-lﬂi ocourrence of ()Y
(reading left to right)with the lst occurrence-set i‘,‘x}mt of free o .

Rule I puts the claes of Q1 formulae into 1-1 correspondence with a part of
itself. But that pert, or sub-class,of Gl forwulae is one in which no member
formula has multiple occurrence-sets of any varﬁblo, since each k'™ occurrence-
set in @1 18 given a different varisble in @it. Thus the class of Q1 formulse
is put into 1-1 'pormpondencc witt; a sub-class of Q2 formulae.

Now a theorem in either Q1 or Q2 is simply the lsst formula in & formal

deduction. And & formal deduction in either Q1 or Q2 is simply a list of

formulae each of which is either an axiom of thamm,or a penential of
(a: result of Q1-#M0L or Q2-¥104,modus ponens) two ealier formulae on the

list (Cf. [1],p.319). We next put the class of Q1 formal deductions into
1-1 correspnddence with a certain class of lists of Q2 formulae by

Rule II: Given any Q1 formsl deduction, QLFDi, a list, FDi°® is formed
T by replaciug each § in QIFR by f#1' according to Rule I,

Since each @1 is a Q2-formula, each 1ist FDi® will be a liast of Q2 formmlae,
and these 1lists will stand in 1-1 correspondence, forwula for forwmula and list
by 1ist, with the Q1 formal deductioms.
We next prove that
QIFDI
#¥10 If any formumla # in a Q1 formal deductionsis a Q1 axiom, then the
corresponding formula Qi? in the corresponding list of Q2 formulae,
FiY, iz a Q2 axiom. Q
1
For every formula @3j° which copresponds to an/axiom,#3j,by Bule I, will be an
alphsbetic variant without multiple occurrence-sets of that Q1 axiom. But if
any formula Sk Y is an alphabetic varisnt without multiple occurrence-sets
of a Q1 axiom, it wust be a Q2 axiom. For the formls ¥ will have the same
form and structure, spart from the lettering of variables, as the Q1 axiom
and the only difference between Q1 axioms and their Q2 correlatives is in the
re-lettering of wariasbles when this occurs to avoid multipls occurrence-sets.

Since no restriction is introduced, by the accent, on which alphabstic variants
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without multiple occurrence-sets come under the metatheoreas Q2-¥100 to
Q2-#103, it fellows that 211 such alphabetic fariants fall under it equally,
including those formed by Rule I.

Unfortunately, we can not show that if #j is a praential of two earlier
formulae in any §l-formal deduction, then #4° 1s a ponential of two earlier
formulae in Bt the corresponding FDi? list of Q2 formulse. Compare the
exampless

QIFtY 3 &r; mmg: {t%mﬁwn):;ﬁr)vwa (wiwew , (w)wew> (w)wew

My s xex), (x) (xexD wox) 2x?)x'ex? D(x")x"x", (x)xex> (x?)x'ex?
The formal Q1 deduotion, QIFB), has the forme i, 1 O3, #£35. But its correlate
by Bule II, FDy?, has the forms #1°, (#1 283)°, f#3° where (PLog3)°
is not the same as FA°DF)' but has the form FL'DY where F10 E W,

Thus while #4 is a ponsntial in QLFBy, #3' 1s not & ponentisl in ¥DyY,
However, it. can still be proven that
" A L e« O Sl s
deduotion, Q2PDiv, |
For wﬁerem #) is a ponential in some Q1FDi, we can replsce #J° in FDi®,
by the sequence §,{>X, X, X>#5*, #3°, whare ¥ and X are determined
by the definitions,

FreoVW edr (gi0g ;v saccordiug to Rule I)
¥ DA =df KPD‘{; ' according to Rule I)

and the result will be a wniquely determined Q2 formal deduction, in %M
correspandence with just one Q1 formal deduotion (though not having all
formulae in the lists in 1-1 correspondence). The introduced hypothetiocals sre
axioms of Q2 since their components are alphabetic variants, and the other
formulae are true Q2 pouentilds of earlier formulae on the list. Since the

the terminal formmlse in each list will remein the same, and Q2 formel deductions
of this sort oan be produced for every Q1 formal deduction, we have shown that
the Q1 theorems szm be put into 1-1 correspondence with a sub-class of Q2

theorems and thus Q2 is complete with respect to Ql.
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Differences in the initial metstheorems of Q2 and Q entail, of course,
that there would have to be many differences in the development of subsequent
metatheorems and proofs of metatheorems in the tro systems. This does not
affect the soundness of the system Q2 s but it leaves open the question of

'~ perspicuously
vhether Q2 could be deweloped S8 PEXSPLURSISUNLY as Quine®s development of Q1.
We have seen certain economies, on the surface at lesst, in eliminating
qualifying Phrases about occurrences of free variables, and in dispensing with
metatheorems #170 and #171. 3ut whether there would be a net economy or not
can not be settled uniess such & reconstruction is carried out.

Two points can be made. It would be possible to eliminate the accent
entirely from our metalogical formlation, and without further changes, if
it were undemstood that two occurrences, or more, of '@t, w1 (X)) fapeax etc.,
in 3 quasi-quotation were always to be treated so that quantifiers would be
re-lettered to avoid multiple ocourrence-setss the logician would have to
develop a kmack, or method, for identifying similar forsulae in terms of
patterns of cross-reference regardless of the variables used and making it
& practice to use new variables whenever a quantifier was introduced. It might
not be so difficult as might 8ppear. In this paper we have followed the practice
of assuming, ss is standard, thettwo occurrences of #, &), ete., in a quasi-

w sk occurrence,
quotation wust designute sdentical expressions, This faciliteted the comperison
with Q1, but is not essential in metalogic.

Pinally, it seems clear that since the results of this paper rest
entirely on principles coneerning alprabetic variance which are accepted in
all formulatdouns of qunatification theory, there should be no great diffeulty
in transferring the devices and techniques and proofs used to mf’our results in
connection with Q1, to similar endeavors in counectiﬁn with other standard

formulations of quantification theory.
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